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Abstract. We describe here a series of dynamic compression experiments using impactors with specifically
prescribed density profiles. Building upon previous impactor designs, we compose our functionally graded
density impactors of materials whose densities vary from about 0.1 g/cc to more than 15 g/cc. These
impactors, whose density profiles are not restricted to be monotonic, can be used to generate prescribed
thermodynamic paths in the targets. These paths include quasi-isentropes as well as combinations of shock,
rarefraction, and quasi-isentropic compression waves. The time-scale of these experiments ranges from
nanoseconds to several microseconds. Strain-rates in the quasi-isentropic compression experiments vary
from approximately 104s−1 to 106s−1. We applied this quasi-isentropic compression technique to resolidify
water where ice is at a higher temperature than the initial water sample. The particle velocity of quasi-
isentropically compressed water exhibits a two-wave structure and sample thickness scales consistently with
water-ice phase transition time. Experiments on resolidification of molten bismuth are also promising.

INTRODUCTION

Traditionally, the extreme high-pressure phase dia-
gram is studied through a few static and dynamic
techniques: static compression involving diamond
anvil cells (DAC) [1], shock compression [2, 3], and
quasi-isentropic compression [4, 5, 6, 7, 8, 9, 10].
Static DAC experiments explore equilibrium mate-
rial properties along an isotherm or an isobar [1]. Dy-
namic material properties can be explored with shock
compression [2, 3], probing single states on the
Hugoniot, or with quasi-isentropic compression [4,
5, 6, 7, 8, 9, 10]. In the case of shocks, pressures vari-
ation – as high as several megabars – typically occurs
on a sub-nanosecond time scale or faster [11]. Pre-
vious quasi-isentropic techniques have yielded pres-
sure ramps on the 10-100 nanosecond time-scale for
samples that are several hundred microns thick [4,
5, 6, 7]. In order to understand material response
at high temperatures and high pressures, we need
to span the dynamic range (strain rates, relaxation
times, etc.) as well as control the thermodynamic
path that the system experiences. Compression rates,
for instance, need to bridge that of static experiments
and those of Z-accelerator (106s−1) [4] and laser ab-

lation (106s−1 to 108s−1) [7]. Here, we present a new
technique which not only extends the compression
time to several microseconds, but also extends the
accessible states beyond the Hugoniot or room tem-
perature adiabat. The strain rate in these experiments
can vary from 104−106s−1, effictively bridging the
gap between static compression and quasi-isentropic
compression at the Z-accelerator [4] or using a laser-
ablation drive [7].

We applied this new compression technique to
resolidify water and molten bismuth. Unlike freez-
ing, the final resolidified state is typically at higher
temperature and pressure than the initial state. Rapid
compressions such as shocks would impart exces-
sive energy to the system to solidify the sample.
Controlled compressions such as the quasi-isentropic
compression technique described here can rapidly
pressurize the sample across the melt curve without
excessively raising the temperature of the system.

EXPERIMENT

Our targets are made of a sample tamped by a 10 mm
LiF window to keep it at elevated pressures. The



FIGURE 1. Experimental set-up: an FGM impactor de-
signed with an increasing density (shock impedance) im-
pacts a copper container that holds liquid bismuth. We
measured particle velocityUp at the Bi/LiF and Cu/LiF
interface using VISAR probes. (a) Single VISAR measure-
ment of the particle velocity at the Bi/LiF interface. (b)
Dual VISAR measurements of the “witness” Cu/LiF inter-
face and the Bi/LiF interface. (c) Dual VISAR measure-
ments of two different Bi sample thicknesse. Water targets
are similar, but with aluminum container.

LiF windows are coated with a fewµm layer of sil-
ver for interface velocity measurement purposes. By
measuring this sample/LiF interface velocity with a
velocity interferometer (VISAR) [12], we can infer
the pressure history at the interface. In the specifi-
cally prescribed dynamic compression experiments,
we launch the functionally graded material (FGM)
impactors against Cu/LiF targets. The Cu plates (up
to 5 mm thick) are flat (5µm tolerance) and are at-
tached to a single crystal LiF window (more than
10 mm thick). Copper was chosen for its lack of
a phase transition in the pressure-temperature re-
gion under study. For bismuth resolidification exper-
iments, we used three different targets each com-
prised of a copper vessel, solid bismuth and an at-
tached LiF window (Fig. 1). To liquify bismuth, the
entire assembly is resistively heated to 577◦K (30 ◦K
above the melting point for Bi) for a minimum of
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FIGURE 2. Typical compression light-gas gun experi-
ment (impactor velocity 1.0 km/s (V3787)). Simultaneous
particle velocity measurements of two different Cu sam-
ples (0.45 cm: red solid line; and 0.50 cm: green solid line).
A hydrodynamic calculation (CALE) [14] that models the
impactor composition, and simulates the experiment in one
dimension. The deviation of the experiment from calcula-
tion at 0.05 cm/µs is due to rarefraction (release) waves
from the side of the Cu-target.
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FIGURE 3. A VISAR trace produced through a com-
plex density arrangement in the impactor shows that the Cu
system was controlled and held through several thermody-
namic states via a shock, controlled releases, and quasi-
compression.

fifteen minutes prior to impact, while a surround-
ing stainless steel armature supporting heat shields
and the VISAR probes remain at near ambient tem-
perature. Care was taken in preparing the bismuth
sample since densification can occur upon melting
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FIGURE 4. A schematic phase diagram of bismuth with
an isentrope (ABCD) sketching the pathway to resolidifi-
cation: a solid bismuth system is heated and melted to point
A; the liquid is then compressed along its isentrope(blue
line) to point B; the heat of fusion contained by the system
is released as it undergoes a first-order phase transition un-
til C, from which the now solid bismuth is isentropically
compressed to its final state at D. The principal Hugo-
niot (from ambient conditions) indicates approximately the
boundary of the phase diagram previously explored (red
dotted line). A schematic phase diagram of water is similar,
but with the principal Hugoniot starting at A.

at ambient conditions. Bulk melting of bismuth was
easily verified by the appearance of at Tmelt a dis-
tinctive plateau in temperature during heating. In
the water resolidification experiments, aluminum is
used as vessel material instead of copper for better
impedance matching. The vacuum-pumped sample
chamber is loaded with water a few minutes prior to
shot. A thin silver coating is used to protect the LiF
window from contact with water during the experi-
ment.

Driving the specifically prescribed thermody-
namic paths in the samples are our new FGM
impactors. They are novel innovations, but are
based on previous techniques [9, 10]. We employed
three different impactors, each one providing a
specific density range. A complete impactor can be
made using any one technique or any combinations
thereof. The first of these is a functionally graded
material impactor made of aluminum and tungsten

powders in a resin matrix with densities ranging
from 1.2 g/cc to 8 g/cc. To achieve extremely low
density, we adapted the graded density technique
to a foam matrix (0.1 g/cc to 2.7 g/cc). This ex-
tends the lower density to 0.013 g/cc. However,
we typically restricted the lowest density to about
0.1 g/cc, which still yields quasi-isentropic com-
pression for impactor velocities of 4 km/s. The
third part is comprised of sintered aluminum and
tungsten powder (2.7 g/cc to 15 g/cc). We vary the
density by manually adding layers with pre-mixed
densities. The impactors typically have between 10
to 25 layers of 200±20 µm thick. As our techniques
improve, layer thicknesses continue to decrease.
The variation in the shock impedance is gradual and
specifically prescribed. Unlike the gravity assisted
“pillow” technique [9, 10], we can within some lim-
its construct the impactors with arbitrary variation in
shock impedance profile (Figs. 2-3). This allows us
to tailor thermodynamic paths from a simple quasi-
isentrope to any combination of shock, dynamic
release, controlled release, and quasi-isentropic
compression.

COMPUTER SIMULATIONS

To quantify the thermodynamic path for various
compression experiments, we have developed ana-
lytic equation-of-states (EOS) for each of the layers
(≥20) comprising the impactor within the context of
hydrodynamic production codes here at LLNL [14],
where Steinberg-Guinan strength models [15] were
used. The EOS’s for impactor was developed during
the experimental development of the impactor, while
the EOS for the target material is well known. As
demonstrated in fig. 2, the hydrodynamic simulations
describe well the complete experimental assembly of
impactor, target, and window.

DYNAMIC COMPRESSION

In Fig. 2, we present particle velocitiesUp of the Cu-
LiF interface, measured with a velocity interferome-
ter (VISAR) [12]. The experiment was carried out si-
multaneously on two different samples with different
thicknesses. By varying the velocity at which similar
impactors are launched, we can also readily change



FIGURE 5. (a: left figure ) Particle velocities observed simultaneously using the dual VISAR setup (Fig. 1 (b)): data from
the Cu/LiF interface VISAR (black) indicates the applied pressure profile, while liquid Bi/LiF interface VISAR (red) indicates
the response of the Bi. The ABCD points indicate that correspond to points sketched in Fig. 4. Peak pressure is obtained at
point D. The Cu sample is 1.75 mm thick, while the Bi sample is 0.87 mm thick; the impactor velocity is 1.3 km/s. The sudden
flattening (B-C) in slope seen in the liquid particle velocity trace near 1.2µs suggests the solidification transition. In (b: center
figure) the CuUp from (a) is shown in conjunction with the hydrodynamic simulation modeling the impact on the Cu. In (c:
right figure) the BiUp is shown, where the same modeled impactor determined in (b) was used. The hydrodynamic simulation
does not contain any phase transitions; therefore, the simulation shows the system’s response as if there phase transition did
not occur.

the compression rate of the sample. Conversely, one
can also vary the impactor density profile to achieve
different compression rates at the same shot veloc-
ity. Furthermore, the thermodynamic path is within
numerical error of the adiabat for Cu, but deviates
from the Hugoniot. This deviation increases for high
impactor velocities. The strain-rate for these exper-
iments ranges from 104s−1 to 106s−1. These strain-
rates are slow enough for complete thermodynamic
equilibrium to exist [16].

To utilize this impactor design more fully, we have
manipulated the density profile of the impactor so
as to drive the target sample through various ther-
modynamic states. As an initial example, we re-
versed the impactor used in figure 2. This results in
a strong shock followed by a rarefraction (release)
wave—a decrease in Up or pressure. However, the
strain-rate of the release in this case is controlled
to be slower than if the release wave (5x1010s−1)
had propagated from the free surface of the back-
end of the impactor. Such impactor could be used
to melt samples on release [17], but at a variable
rate from fast to that commensurate with the rate of
heat transport. It could also be used to simulate a
Taylor wave. Manipulation of the density profile of
the impactor can be much more complex, diversify-
ing the thermodynamic paths available. In figure 3,
the Cu is initially shocked to point A, released to

point B, released still further to point C, then com-
pressed to point D and finally compressed one more
time to point E, from which the system is allowed
to release. At each point the system was held for
some time. This VISAR trace is rather complex, as
is the phase path and strain-rate effects. The move-
ment and control of the effective pressure during the
experiment allows the sample to completely reach
mechanical equilibrium before other thermodynamic
changes are induced; this possibly allows the exami-
nation of multiple phase transitions, where the sam-
ple equilibriates between phase transitions.

RESOLIDIFICATION

We initially investigated resolidification of molten
bismuth during quasi-isentropic compression by
measuring simultaneously (synchronous to within
20 ns) the resulting particle velocities, which are
proportional to pressure, from both a copper and liq-
uid bismuth samples (Fig. 5b). The particle velocity
measured from the Bi/LiF interface indicates a later
arrival of the first weak shock, which is consistent
with the lower sound speed in liquid Bi, (1.65 km/s
vs.3.55 km/s in Cu) [18, 19, 20]. After three weak
shocks in the Bi sample, the particle velocity contin-
ues to smoothly increase with the applied pressure,



exhibiting all the same characteristics seen in the
copper trace until approximately 1.2µs, at which
point the slope of the liquid Bi particle velocity flat-
tens while the copper velocity continues to increase,
suggesting the onset of the phase transition (point B
in Fig. 4). This behavior is similar to that seen with
models for solid-solid transitions [21, 22, 16, 23].
As these hydrodynamic simulations do not include
the effects of first-order phase transitions, deviations
from the model for bismuth (Fig. 5 (c)), but not
for copper (fig. 5 (b)) are expected. As the system
moves along the melt line, the heat of fusion—
normally released to the surrounding medium upon
freezing—must be absorbed by the sample, since
the heat transport by phonon modes is too slow to
effectively reduce the temperature of the system
within the time of the transition. This results in an
increase in the sample temperature. With increasing
temperature and pressure, the system—now with an
growing percentage of solid bismuth—moves along
the melt line (from B to C in Fig. 4) until just before
1.5 µs. At this time, the newly solidified Bi sample
is driven off the melt curve and begins approaching
its final compressed state (point D). This is indicated
by a change in particle velocity slope seen in the Bi
sample at 1.48µs, but absent in the Cu trace.

Using a different experimental setup (fig. 1c), we
simultaneously measured two liquid Bi samples of
different thicknesses. We then empirically calculated
the Lagrangian sound speed [6] to directly verify the
resolidification of the liquid Bi. Sound velocity in the
solid phase is expected to be higher than that in the
liquid phase at similar pressure due to the contribu-
tion of shear strength, which is non-existent in liq-
uids. The sound velocity of liquid bismuth at ambient
pressure (near the starting point of our experiments)
is 1.65 km/s [18, 19, 20]) and for solid bcc-bismuth
at approximately 0.1 Mbar on the Hugoniot (near the
end point of our compression path), the sound ve-
locity is 2.9 - 3.1 km/s [19, 25], suggesting that we
should observe a large change in sound velocity upon
resolidification. In each experiment, we observe an
increase inCL as the liquid is compressed, followed
by a divergent region inCL as function ofUp during
the transition and finally a decay to a sound speed ap-
propriate for a solid. While a divergence in theCL is
expected based on solid-solid transformation within
this Lagrangian analysis, the divergence here is con-
trary to expectation and can be related back to tran-
sient waves within the system, which limit the La-
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FIGURE 6. Empirically calculated Lagrangian sound
velocity from experiments V1170-V1172. The blue shaded
areas represent regions of particle velocity where the phase
transition from liquid Bi to solid Bi is suspected. In this
calculation, plateaus in the VISAR data were ignored, e.g.
in V1171 near 0.5µs.

grangian analysis. Furthermore, we cannot exclude
the possibility that voids (caused by densification of
bismuth on melting at ambient pressure) or impuri-
ties in the sample may have caused the divergence in
sound velocities. Further investigations are needed.

We also explored resolidification in water using
similar experimental set-up (fig. 7c), but with alu-
minum container. The particle velocities of the wa-
ter/LiF interface (fig. 7) exhibit two wave structures
indicative of phase transition. The water-ice transi-
tion times scale with water sample thickness as ex-
pected. (Very similar results were obtained in simu-
lations of theα−ε transition in Fe, for instance.) Ini-
tial simulations of this isentropic driven experiment
indicate that the pressure associated (≈2.2 GPa) with
the plateau region (Up≈200 m/s) are consistent with
the H2O phase diagram; however, further simulations
are required.

CONCLUSION

Our experiments and simulations indicate that a
nearly-isentropic pressure wave can be produced in



FIGURE 7. Particle velocities (VISAR) of water/LiF in-
terface. Three sets of dual VISAR measurements of wa-
ter/LiF interface. Water sample thicknesses are listed in the
figure. The interface velocities exhibit two-wave structure
indicative of phase transition at≈200 m/s. The transition
times scale with sample thicknesses.

a two-stage, light-gas gun (with a loading time rang-
ing from ns toµs) by using specifically prescribed
density profile impactors. Additionally, with these
impactors, we are able to shape the applied com-
pression, and thereby dynamically probe those fea-
tures of a phase diagram, which have some inherent
time dependence, such as phase transitions and ma-
terial response (strength properties, work hardening,
fatigue?) along various thermodynamic paths. The
hydrodynamic simulations have not only been used
to model the experiments, but also have been used as
a tool to design the density profile of the impactor for
a desired experiment. By employing quasi-isentropic
compression on molten bismuth and water, we found
the two-phase wave structure signatures for resolid-
ification. Additionally, the water sample thickness
scales with resolidification time.
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